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Summary

- The author combines 2 state-of-the-art methods:
- Transformers
- Fourier Neural Operators

- New variants of self-attention



Presentation Overview

- Prerequisites
- Operator Learning
- Transformers

- Paper
- Discussion



Prerequisites



What is a Neural Operator?



Operator learning problem for parametric PDE

- Map from functions to functions

- Map from parameters + initial + boundary conditions to solution (or inverse)

- Approximate entire families of solutions for PDEs



Operator learning problem discretized

Fourier Neural Operator:

The discretized operator learning problem is a seq2seq problem
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The Galerkin Transformer



The Fourier Transformer
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Strengths

- Insightful contribution to 
“linearizing” transformers

- Well designed Experiments and 
solid results



Strengths

- Insightful contribution to 
“linearizing” transformers

- Well designed Experiments and 
solid results

Weaknesses

- Operator must exhibit low 
dimensional attributes

- Not efficient to apply at full 
resolution

- Encoder only



Conclusion

- The paper proposes a very versatile transformer variant
- Improves the state of the art operator learner
- Speed ups in geoscience, medical imaging and NLP



Thank you
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